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Abstract

This article considers linear and nonlinear regression with a response variable
that is allowed to be “missing at random”. The only structural assumptions
on the distribution of the variables are that the errors have mean zero and are
independent of the covariates. The independence assumption is important. It
enables us to construct an estimator for the response density that uses all the
observed data, in contrast to the usual local smoothing techniques, and which
therefore permits a faster rate of convergence. The idea is to write the response
density as a convolution integral which can be estimated by an empirical version,
with a weighted residual-based kernel estimator plugged in for the error density.
For an appropriate class of regression functions, and a suitably chosen band-
width, this estimator is consistent and converges with the optimal parametric
rate n'/2. Moreover, the estimator is proved to be efficient (in the sense of Hajek
and Le Cam) if an efficient estimator is used for the regression parameter.

Keywords: least dispersed estimator, semiparametric regression, empirical
likelihood, influence function, gradient.
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1. Introduction

We study regression models of the form Y = ry(X) + ¢, where ry is a linear
or nonlinear regression function that depends smoothly on a finite-dimensional
parameter vector 1. We assume that the covariate vector X and the error vari-
able ¢ are independent, and that the errors have mean zero and finite variance.
We will not make any further model assumptions on the distributions of X and
g, in other words our model is a semiparametric regression model. Note that this
model with an unknown error distribution is particularly relevant in situations
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where it is not appropriate to assume that the errors are from a normal distri-
bution, or from some other specific distribution, which would allow estimation
of the regression function using likelihood techniques.

We are interested in situations where some of the responses Y are missing.
More precisely, we will assume that Y is missing at random (MAR). This means
that we always observe X, but only observe Y in those cases where some indica-
tor § equals one, and the indicator ¢ is conditionally independent of Y given X,
ie. P(0 =1|X,Y) = P(d =1/X) = n(X). MAR is a common assumption and
is reasonable in many situations (see Little & Rubin, 2002, Chapter 1). One
example would be the problem of non-responses in survey questions: assume,
for example, that additional data about socioeconomic status are available. It
is possible that the response probabilities are different for subjects with differ-
ent socioeconomic backgrounds. It is also possible that subjects from the same
status group are equally likely to respond, regardless what the response would
be.

Note that the more intuitive notion of randomness for the missing value
mechanism is called missing completely at random (MCAR). Here the missing
value mechanism does not depend on observed or unobserved measurements, i.e.
P(§ =1]X,Y) is a constant, P(6 = 1|X,Y) = 7(X) = 7. (By assuming MAR
responses we will also cover the MCAR situation, since w(X) = = is simply
a special case.) The situation when data are not missing at random (NMAR)
will not be studied here: in this case P(0 = 1]X,Y) = 7(X,Y) is a function
of X and Y. It therefore depends on data that are missing, which means that
inference requires auxiliary information. With the MAR assumption, P(§ =
11X,Y) = 7(X) depends only on observable data, i.e. the mechanism 7(X) is
“ignorable”: it need not be modeled since it can be estimated from the data.

In this article we study density estimators, specifically consistent estimators
of the density of the response variable Y which converge with the unusual (fast)
rate n'/2. The simplest (slowly converging) estimator of the density of a variable
Y at some point y is a kernel estimator based on observed responses,

1 n
& D Oike(y = Yi), (1.1)
i=1

where N is the number of completely observed data points, N = Z?:l 05,
and where ky(y) = k(y/b)/b with kernel function k and bandwidth b > 0. If
there is additional information available in the form of a single covariate or a
covariate vector X, then it is intuitively clear that an estimator which uses the
additional information should be better than the kernel estimator above. This
idea is, for example, used by Wang (2008) for a related regression model with
MAR responses, but without assuming independence of covariates and errors.
He introduces a probability weighted estimator and an imputed estimator, and
proves local asymptotic normality — but with rates slower than n'/2, which is
typical for kernel estimators. Also related is Mojirsheibani (2007), who studies
partial imputation for response density estimators in a nonparametric regression
setting with MAR responses. He also obtains convergence rates that are slower
than n'/2.



Here we construct an estimator for the response density from a sample
(X, 06,Y;,0;). Under appropriate conditions on the regression function and the
distribution, our estimator will converge with the desired rate n'/2, and, beyond
that, will be efficient. The case with missing responses is an important general-
ization of the case with fully observed data, which is covered as a special case
with all indicators §; = 1. This is a research area where little work has been
done, even if we include cases where all data are observed.

In order to introduce the estimator we write M for the covariate distribution
and f for the error density. We also suppose that 79(X) has a density g. Then
the response density, say ¢(y), can be written as a convolution integral,

/ Fly — o)) M(dz) = / F(y - u)g(u) du

/f y—u)du = E{g(y )} = f*g(y).

q(y)

This representation suggests two plug-in estimators of the integral: firstly, a
convolution of kernel density estimators,

q(y) = f*gly) with f(z 25 Ey(z — €5),

= Z kp{z —r5(X;)},

where é; = Y; —r;(X;) are the residuals based on a n'/2_consistent estimator 9

of 9. Another obvious and perhaps even simpler estimator is
1 n
[ H= s it )= =00} (13)

with f from above. Here M is just the empirical covariate distribution function.
For technical reasons we will work with estimator (1.2) in this article. However,
it is easy to see that this estimator can always be written in the form (1.3).
The reverse does not hold in general. The two estimators are the same if, for
example, the kernel k in f is the standard normal density. (See Section 5 for
more details.)

Note that the two estimators (1.2) and (1.3) use all observations, whereas
the usual kernel estimator (1.1) only uses a fraction of the data, namely the
responses Y; in a neighborhood of y, which explains the faster convergence
rate. The convolution approach is therefore, in general, better than the usual
approach (1.1), and even better than the usual estimator based on complete
data pairs. A degenerate case is given if the regression function is a constant,
rg(z) = 9. In this case we do not estimate an integral: ¢(y) is just a shift of
the error density, ¢(y) = [ f(y —9)M(dz) = f(y — ) — which is estimated with
the usual slow rates.



Now suppose that the response density can be written as a non-degenerate
convolution integral. The estimator (1.2) will, in general, be n'/?-consistent but
not efficient. In order to make it efficient we have to use an efficient estimator
for 1¥. We will also have to incorporate the mean zero constraint on the error
distribution, which we achieve by adding Owen’s empirical likelihood weights.
The weighted estimator of the error density, fy, is then a weighted version of
f, with weights w; based on residuals é; = Y; — r5(X;) such that the weighted
residuals are centered around zero, Z?Zl w;6;€; = 0. Our final estimator is the
weighted version ¢, (y) of (1.2), namely

Gu(y) = fu*gly) with fu(z) = %Zwﬁjkb(z - £5), (1.4)
j=1

and with ¢ as before. For some auxiliary results we will refer to Miiller (2009),
where, in the same nonlinear regression setting, we derived efficient estima-
tors for expectations Fh(X,Y). The key idea in that article is to exploit the
independence of covariates and errors by writing the expectation as an iter-
ated expectation which can be estimated by empirical plug-in estimators. The
construction of an efficient estimator for ¢ will not be discussed here. We refer
to Miiller (2009) Section 5. For further background on efficient estimation of
expectations in various regression settings with MAR responses see also Miiller,
Schick and Wefelmeyer (2006). Weighted residual-based density estimators for
autoregressive models are studied in Miiller, Schick and Wefelmeyer (2005).

To our knowledge, our proposed response density estimator is the first effi-
cient estimator for nonlinear and even linear regression. The result is new even
if we only consider the special case with completely observed data. By allowing
for responses missing at random we cover a common missing data situation. Our
efficiency results are based on the Hajek—Le Cam theory for locally asymptoti-
cally normal families. As a consequence, the proposed estimator has a limiting
normal distribution with the asymptotic variance determined by the influence
function, which provides a basis for further inference.

Our estimator is motivated by Saavedra and Cao (1999), and Schick and
Wefelmeyer (2004a, 2004b), who propose n'/2-consistent estimators for marginal
densities of first order moving average processes using plug-in methods. An early
paper introducing a U-statistic estimator that converges faster than the usual
kernel estimator is Frees (1994). Other articles have considered n'/2-consistent
density estimation in various (complete data) settings, for example Schick and
Wefelmeyer (2004c¢, 2007a), who estimate densities of sums of independent ran-
dom variables, Du and Schick (2007) who derive estimators for derivatives, and
Schick and Wefelmeyer (2007b), who study linear processes. Giné and Mason
(2007) derive central limit theorems (in various norms) for density estimators
of functions of several variables in a general framework. Two recent papers
in a nonparametric regression setting (with an wunspecified regression function
r) are Escanciano and Jacho-Chévez (2010) and Stgve and Tjgstheim (2011).
Escanciano and Jacho-Chdvez describe properties of their estimator #(X) which
entail asymptotic normality of the (unweighted) response density estimator (1.3)
(with # in place of r4). Stgve and Tjgstheim study the mean squared error of



the same estimator. Both articles propose the Nadaraya-Watson estimator for
estimating the regression function.

As in Giné and Mason (2007), who prove limiting normality of their estima-
tors, we will have to require square-integrability. In the context of regression
this is often violated. Consider again the response density ¢(y) = f * g(y) =
E{g(y — €)} where g is the density of r9(X). In order to guarantee square-
integrability we need 7y such that g(y — €) has a finite second moment. In
Section 5 of this article we discuss this assumption and present some simula-
tions. We study both the situation when the regression function is correctly
specified and when it is misspecified — with convincing results. We also identify
and discuss irregular cases where the n'/? rate (and efficiency) cannot be ob-
tained, for example when ry is constant or has parts that are constant or close
to constant. If X is two-dimensional this means that there are saddle points or
local extrema where the curve is close to flat. The assumptions are typically
satisfied if the regression function is linear or partly linear. Note that the re-
sult by Escanciano and Jacho-Chévez (2010), for the same reasons, only holds
for a restricted class of regression functions — which they implicitly assume by
requiring square-integrability. Stgve and Tjgstheim (2011) explicitly assume a
(univariate) regression function that is strictly monotonic.

The earlier sections of this paper are organized as follows. In Section 2 we
derive an expansion of the unweighted version of the response density estimator.
This result is used in Section 3, where we provide an approximation of the final
weighted estimator. Both expansions still involve the difference ¥ —1}. Section 4
is on efficiency: we characterize the influence function of an efficient estimator
of the response density. Comparing the efficient influence function and the
approximation in Section 3 yields that the weighted estimator is efficient if ¢ is
efficient. The main result is given at the end of Section 4 in Theorem 3.

2. The unweighted estimator

We commence by deriving a first asymptotic expansion for the unweighted
estimator (1.2). We begin with some notation. Recall that we are considering
the nonlinear regression model Y = ry(X) + ¢, with covariate vector X inde-
pendent of the error variable e. We write M for the distribution function of
X, and F' and f for the distribution function and the density function of €.
The error ¢ has mean zero and finite variance. Write &; = Y; — r;(X;) and
ky(y) = k(y/b)/b, where k is a kernel and b a bandwidth. The unweighted es-
timator (1.2) has the form ¢ = f % § with f(z) = N~} > i1 05 k(2 — &) and
g(z) = nt Z?:l ky{z —r5(X;)}, where ¥ is a n'/?-consistent estimator. We
work with a second order kernel. This means [ k(u)du =1, [uk(u)du = 0 and
0 < [u?k(u)du < cc.

We now state the main conditions under which the asymptotic expansion
of the response density estimator is proved. We will assume throughout this
article that P(6 = 1) = EJ is positive to exclude the degenerate case that a
response is (almost surely) never observed.

Condition K. The kernel k is of order two and is three times continuously



differentiable with ||k||2, ||&||2, [|K”||2 and ||&"||2 finite.

Condition F. The error density f has an integrable derivative f’ that is Lip-
schitz, | f'(x) — f'(y)| < |z — y|L for some positive finite constant L.

Condition G. The density g of ry(X) is of bounded variation.

Condition R. The regression function 7 — r,(z) is differentiable with a p-
dimensional gradient 7 (x) which satisfies E|ry(X)|* < oo and the Lipschitz
condition

|77 () — 19 (2)] < |7 = Dla(z)

with a € Lo(M) .
Condition T. The estimator 9 is n'/2-consistent.

As a consequence of conditions F and G, the densities f and g are bounded
and therefore square-integrable. The response density ¢ = f * g thus belongs to
Co(R), where Cp(R) is the set of all continuous functions h from R — R that
vanish at infinity, sup, s [A(y)| — 0 as M — oco. Note that Cp(R) equipped
with the sup-norm || - || is a separable Banach space. We will consider a central
limit theorem for our response density estimator in this space. It also follows
from Condition F that ¢ = fx*g has a Lipschitz continuous derivative ¢/ = f/*g.

Condition R implies that |ry, —ry — ) 7| < |72]a for 7 close to ¥. From

1/2

this we immediately obtain for a n'/“-consistent estimator

% Z r5(X;) — ro(Xi) — 79(X3) T (0 — 9)| = Op(n™), (2.1)

% > {ra(Xa) = o (X3) =7 (X0) T (0 - 9} = 0,(n72).

Also, since |79 (X)| has a finite fourth moment, we have

. . . 1/4
max [7o(X,)| = o,(n'/).

A further consequence of Condition R is

max 0;[é; —e;| = op(1),
which was proved in Lemma 7.1 in Miiller (2009).
In Theorem 1 we will derive an approximation for the difference between
the unweighted estimator ¢ and the density ¢, which will involve the difference
¥ — 9 where, for now, ¥ is some n'/2-consistent estimator of 9. An expansion



for 9 — 9 is provided in Section 4. We introduce some notation and write

0 = Ef(X)5=1)

M) = 5 D ddely— <) — )},
i=1

Aly) = = YUy - (X0} —aw),

ity) = —/ﬁ@—wwmwwMum

The proof of Theorem 1 rests on the following lemmas, which are proved in
Section 6 at the end of this article.

Lemma 1. Suppose that Conditions K, F, R and T are satisfied and set
- 1 &
f2) =+ > dke(z —€5).
j=1

Then, as nb® — oo for some a > 7/2 and b — 0, the following properties hold:

If = F = f0" (= )ll2 = 0p(n~/?), (2.2)
1f = foll2 = Op((nb)~*/2), (2.3)
1fs = fll2 = o(6*?), (2.4)

with fy = f * ky differentiable with derivative f, = [’ ky which is bounded and
Lipschitz.

Lemma 2. Suppose that Conditions K, G, R and T are satisfied and set
~ 1« = / .
9(2) = —~ D ok{z—ro(Xp)},  Ti(z) = Elk{z — ra(X)}ig(X)].
=1

Let nb* — oo for some o« > 7/2 and b — 0. Then, with g, = gxks, the following
properties hold:

19— 3+ (0= 9)]l2 = 0p(n"/2), (2.

ITyl2 = OB, 2.

13— gullz = O, ((nb)~/2), (2.

lgs — glls = O®), llgs =gl = O®), lghli = 01). (2.

Lemma 3. Assume that Conditions F' and G are satisfied and let n — oo and
b — 0. Then we have, for any kernel k,

[ Ai % kp — Ailloo = 0p(n"Y2)  for i=1,2,

and Ay x ky and Ay belong to Co(R) and converge in distribution in Co(R) to a
Gaussian process.



Theorem 1. Assume that Conditions K, F, G, R and T are satisfied. Then,
as nb® — oo for some a > 7/2 and nb* — 0, the following expansion holds,

ld—a—A1—As = (do+ @) (I =D)|loo = 0p(n~/?).
Proof. In order to prove the statement we write

G=Ffxa=foxa+(F—Ffo)xa+Frx@—ag)+(F—f)* (G- g

We begin with the last term on the right-hand side. In order to show that
it is asymptotically negligible, we will use the properties given in Lemmas 1
and 2. Lemma 2 yields || — g|l2 = O,((n~/2b71). In view of the inequality
I(f = F5) * (9= 96)lloo < |If = foll2llg — gbll2 and since nb® — oo, we obtain the
rate

”(f_fb)*(g_gb)Hoo = Op((nb)ilm)op(nilﬂbil) = Op(nilbigm) = Op(n71/2)'

Now consider f, * g» = q * kp * kp. The derivative ¢’ is Lipschitz and k is of
order two. Hence, by a standard argument, ||q* ky — q||oo = O(b?), which yields
(g% kp — @) * kplloo < ||q* kb — qlloc|lkp||1 = O(b?). This and nb* — 0 give

1o % 9o = alloe = O(b?) = 0, (/).
We conclude the proof by showing
I(F = fo) %9 = A1 = ¢'0" () = 9)][oo = 0p(n"?), (2.9)

1% (3= g0) = A2 = 4T () = 9)|oc = 0p(n~ /). (2.10)
In order to prove (2.9) we use (2.2) which yields

(F=fo)xgo=(F—fo)x g+ [ * goo' (9 — )+ T1 % g

with ||T1]|2 = 0,(n"'/2). Since g is bounded it has finite Ly norm and ||g; —
gll2 — 0. This gives |71 * gblloo < | T1ll2llgs]l2 = 0p(n~1/?). A standard argu-
ment, using the fact that ¢’ is Lipschitz, yields || f'* gy — ¢'||cc = ||’ *kt — ¢'|| 0 =
O(b). Hence we have ||f' % gro (0 —0) — 0" (0 — 9)||oo = 0p(n~1/2). Tt is
easy to see that (f — fo) * gp = A1 * kp x k. It follows from Lemma 3 that
| Ay * kp — Aqlleo = 0p(n~"/2) and therefore || Ay * kp * ky — A1]|oo = 0p(n"1/2).
This proves (2.9).

For the proof of (2.10) it suffices to study f* (g — gs) instead of fi * (g — gp)
since || fp — flla = 0(b%/?) by (2.4) and [|g — gbll2 = Op((n~/2b71) as shown
above. From Lemma 2 we have

Fra—gp)=F*@—g) = f+T{ (0= 9)+Tox f

with ||T3]|2 = 0,(n~'/2) and thus ||Ts * f|leo = 0p(n~/?). Now use f* I, =
—g*ky and ||¢ — ¢ * kp||loo — 0, which holds by the Lipschitz property of f’,
to obtain |[f * I7 (9 — 9) + ¢T (9 — 9)||ec = 0p(n~1/2). Finally the identity
f*(g—gp) = Az % ky and Lemma 3 yield || Az * ky — Azleo = 0p(n~1/2). This
completes the proof of (2.10). O



3. Expansion of the weighted estimator

We now consider the weighted density estimator which uses residual-based
weights ; constructed by adapting the empirical likelihood approach intro-
duced by Owen (1988, 2001). The weights are given by

1
1+ A6

w; =

where the Lagrange multiplier A\ solves

n

3 05 _ 9
j=1 1+ )\5j€j

and satisfies 1 + ;\5jéj >0 for j =1,...,n. As shown by Owen (1988, 2001),
A exists and is unique on the event mini<j<n 0;€; < 0 < maxj<j<yn 0;€;. This
event has probability tending to one. Off this event we set A= 0. It was
shown in Miiller (2009, Lemma 3.1) that maxi<j<n |0; — 1| = 0,(1) and that
the Lagrange multiplier satisfies the expansion

02 ~ Za gj— =0 (0 —0)+ 0,(n"Y?) = 0,(n"Y?). (3.1)

In Theorem 2 we provide an asymptotic expansion for the weighted density
estimator. The proof uses the above expansion and also Lemma 4 below, which
is proved in Section 6. This also requires that

/u2{|k(u)|2 + K ()2} du < o, (3.2)

Lemma 4. Suppose that Conditions K, F, R, T and (3.2) are satisfied and let
P(2) = 2f(2). Then, as nb> — oo and b — 0,

”fw - f+ 5‘¢”2 = Op(n71/2)7 (3.3)
and

[ #UG) - 1y dz = 0,0 (3.4)

We now state the expansion for the weighted estimator. In addition to the
notation from Lemma 4 and the previous section we introduce

n

ay) = E{gly —e)et = *g(y),  As(y)= % N 52 a()

Theorem 2. Suppose that the conditions from Theorem 1 and (3.2) are satis-
fied. Then the weighted response densily estimator G, has the expansion

ldw —a = A1 = A+ A3 = (0 + d+07%0) (0 = D)oo = 0p(n™"72).



Proof. In view of Theorem 1 it suffices to verify
G — G+ As — 020" (0 = 0)q]lo0 = 0p(n™"/?).

This is implied by

N PR IR . -

M= {5 8 — e (=9}l = op(n™7), (3.5)
j=1

and

G — G+ Adllos = 0p(n~/2). (3.6)

Note that the function v introduced in Lemma 4 is square-integrable since f is
bounded and has a second moment. As a convolution of two square-integrable
functions, § = ¢ * g belongs to Cy(R) and is therefore bounded. Thus (3.1)
implies (3.5). In view of the identity

Qo =G+ A= AG—¢*9) + (fu = F+20) xg
we obtain the bound
16w = G+ Alloo < A1 N2llg = gllo + || = f + All21g]l2-
Statement (3.6) now follows from equations (3.1) and (3.3) and from the fact

that g € Lo, which yields ||g, — g|l2 — 0 and thus ||g — g|2 = 0,(1). O

For the efficiency proof in the next section we will need an expansion for ¢, —
q which is asymptotically equivalent to the one given in Theorem 2. More
precisely, we will need the expansion with N = E_?:l 0 replaced by nE§ in A;
and Asz. That the two expansions are indeed asumptotically equivalent follows
directly from Slutsky’s theorem and the law of large number.

Corollary 1. Suppose that the conditions from Theorem 2 are satisfied and let
A = 23 Loty — ) — o)
1y—ni:1Eégy i q\y)s;
I~ 0 o
As(y) = ~ ; T5590 aw),

for y € R. Then ¢, has the expansion

G —a— A1 — Az + As — (do+ 4 +0%q0) T (D — 9)[|oc = 0, (n"V/?).

4. Efficiency and main result

In order to derive the canonical gradient of ¢(y), y € R, which characterizes
the efficient influence function, one can build on results from Miiller (2009) for

10



estimating Fh(X,Y). In the following we will summarize the key arguments
and refer to that article for details. In particular we will point out the main
differences and show that the influence function in Theorem 2 is the efficient
one, provided that ¢ is efficient for . Write £ = —f’/f for the score function
for location. By Miiller (2009, Lemma 5.1), the efficient ¥ is characterized by
the canonical gradient E{(5¢¢")71}d¢ with ¢ = ((X,Y) where

Clary) = (7o) — 0}y — ro(a)} + 020

ie. ¢ = {ry(X) — o}(e) + 07 2%pe with o = E{ryp(X)|6 = 1} as introduced
earlier. In the following we assume that f has finite Fisher information for
location, Ef%(e) < oo.

The joint distribution of (X,Y") is specified by the marginal distribution
M(dz) of X and the conditional distribution Q(x,dy) of Y given X = x. A
gradient v for an arbitrary differentiable functional x of the distribution of
(X,Y) is characterized by

lim 22 {k (M, Qno) — £(M, Q)} = E[y(X, 8Y, 8){u(X) + 6v(X,Y)}]

n—oo

for all w € U and v € V, where M,, and Q,, are perturbations of M and @,

My (dz) = M(de){1+n"Y?u(z)},
Quolwdy) = Q(z,dy){1+n"v(z,y)}.
The derivatives u and v belong to the tangent space
T={uX):ueU}a {vX,Y):veV},

with U and V given below. The canonical gradient is a gradient that is an
element of the tangent space, i.e. it is of the form

Yo (X, 8Y,0) = us(X) + dv. (X, Y)

with the terms of the sum being projections onto the tangent space. As a
gradient of k, 7, must satisfy the above characterization,

lim n'2{k(Mypy, Qny) — K(M,Q)} (4.1)

n—r00

= B{u.(X)u(X)} + E{6v.(X,Y)u(X,Y)}.

Note that 7" is the tangent space that is relevant for estimating functionals of M
and @ —such as Eh(X,Y) and q(y) = Ef{y —ry(X)} — but not for functionals
of the full joint distribution that also involve the conditional distribution 7(z) of
the indicator variable § given z (see Miiller, 2009, for the complete specification).

The perturbed distributions M,,,(dz) and Q,, must both be probability
distributions, i.e. integrate to one. Since we do not assume any model for
the distribution of X this yields U = Ly o(M) = {u € Ly(M) : [udM =
0}. The nonlinear regression model constitutes a constraint for the conditional

11



distribution, Q(z, dy) = f{y—ry(x)}dy. Perturbing f and ¢ gives Q.. (x,dy) =
Qnst(®,dy) = fos{y — 19,.(¥)}dy with ¥,y = 0 + nil/zta t € RP, fos(y) =
f){1+n"12s(y)} with s € S where

S={seLyF): /S(y)f(y)dy:O,/ys(y)f(y)dyzO}.

Note that f,s must be a mean zero probability density which explains the two
constraints on s € S. As in Miiller (2009) we obtain

V ={v(z,y) = s{y —ro(@)} + t{y — ro(x)}iy(z) "t : s € S,t e RP}.

That summarizes the results we shall need from that article. We go on to
consider a specific form for k(M, Q) in (4.1), namely x(M,Q) = q(y) = [ f{y—
ry9(x)} M (dx). Using again the approximation of f,s{y — ry,,(2)} from Miiller
(2009) and the formula for the perturbation M,,, for M from above, the left-
hand side of (4.1) is

[ nety = 1o, @} M) = [ £y = ro(o)} M(do)
= 02 [ Fy = ro(@)Hut) + ol 9)} M(da)
= 2 (B[fy = ro(X)}u(X)] + B[f{y = ro(X)}o(X,y)] )
with v € V specified above. Setting v = 0 in (4.1) therefore yields
Bl {y — ra(X)}u(X)] = B{u.(X)u(X)}.
Since u, must be centered this is immediately solved by
w(X) = Hy = ro(X)} — EF{y — ro(X)} = Fly—ro(X)) —a(w).  (42)
In order to find v, we set u = 0 in (4.1) and obtain
E[fly—ro(X}e(X,p)] = Blon(X,Yp(X,Y)).  (13)
Analogously to Miiller (2009), any element in V' can be written v(z, y) = s{y —

ro(2)} + ((2,y) "t for some t € R? and s € S, with ((z,y) defined at the
beginning of the section. For the canonical gradient we write

0 (X,Y) = 5,(e) + (X, Y) "¢,

with s, € S and t. € R? to be determined. With this notation equation (4.3)
states

E(f{y —ro(X)}s{y — ro(X)} + (X, ) 1))
= B[6{s:(e) + (X, Y) Tt }{s(e) + ¢(X,Y) "#}].
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In order to determine s, € S we set t = 0 and use the fact that 6((X,Y) is
orthogonal to S which yields

E[f{y—ro(X)}s{y—ro(X)}] = E{ds.(e)s(e)}- (4.4)
Analogously, setting s = 0, we obtain a characterization for ¢,
E[f{y —ro(X)}(X,9) "] = E{0(X,Y) 60X, Y) "t} (45)

Below we will check that (E§)~tg(y — €) solves (4.4). However, since s, must
be in S, we choose a suitable modification, namely

() = 2l — ) — Blgly — )} — S Blegly — )] (46)

It is easy to see that s, € S. In particular, s, solves (4.4):
B{ds.(@)s(e)} = B([gly—2) — Blgly — o)} — —B{egly — 2)}]s(e))

— Elaly-9s) = [ oy~ u)su)(w)du
= E[f{y—ro(X)}s{y —ro(X)}].

Now consider (4.5) and suppose that E{6¢(X,Y)((X,Y )"} is invertible. It is
easy to see that

= Elf{y—rCOX(X, ) TE{UX. V)X Y)F (@)

solves (4.5). The first expectation equals the factor before () — ) in Theorem
2

3

Blf{y —ro(X)}(X,9)] = d(y) + ¢ (W)e+ o *q(y)e, (4.8)
with ¢(y) = E{g(y — €)e}. To see this consider

Elf{y —re(X)}(X, )]
= B[f{y — ro(X)}79(X){y — ro(X)}] = E[f{y — ro(X)}ol{y — r9(X)}]

T E[f{y — ro (X))ot

g

Since £ = — f'/ f the first term on the right-hand side is

- / £y = ro(@) o (x) M (dz) = d(y),

The same argument and ¢'(y) = f'xg = E{f'{y—r9(X)} shows that the second
term equals ¢'(y)o. Apart from the constant vector o/o?, the third term is

/ £y — u)(y — w)g(u) du = / F(2)zgly — =) dz = E{gly — )¢},
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which is indeed the desired g(y) from (4.8). Hence (4.8) holds, and (4.7) can be

rewritten as

tl = {iy)+d e+ %ay)e} "EGS¢CCT)T! (4.9)

We are now in a position to specify the canonical gradient, for which we have
derived the form

Yo (X, 0Y,0) = 1, (X) + 00.(X,Y) = (X)) + 6{s.(¢) + C(X,Y) "1, },

with u.(X), s.(¢) and ¢, given in equations (4.2), (4.6) and (4.9). This result
is summarized in the following lemma. Note that we now additionally require
that E(5¢¢T) is invertible, where E(6¢¢T) involves the covariance matrix of
§79(X) and the Fisher information Ef?(¢). We will use that ¢ = f * g, i.e.
E{g(y — )} = q(y) in (4.6).

Lemma 5. Consider ( = ((X,Y) = {59(X) — o}l(e) + 0 20 with £ = —f'/f.
Suppose additionally to the conditions given in Section 2 that E(5CCT) is invert-
ible and that E¢?(¢) < oo. Then the canonical gradient of the response density
a(y), y € R, is

Hy—ro(X)} —aly) + E%{g(y —¢e)—qly) — %@(y)}
+{d(y) +d W)o+ o 2q(y)e} "EGCCT)TC.

Comparing the canonical gradient and the expansion of the weighted estima-
tor in Corollary 1, and taking into account that an efficient estimator ¢ of ¥} has
influence function E(5¢¢T)~18¢, we see that our weighted response density esti-
mator is efficient for ¢(y) if 9 is efficient. Note that estimators that are efficient
in the Hajek—Le Cam sense are asymptotically normal by construction. The
lower variance bound is given by the second moment of the canonical gradient,
i.e. by Ev2. We summarize our results in the following main theorem.

Theorem 3. Assume that Conditions K, F, G, R and (3.2) are satisfied and
that the covariance matrices of 79(X) and of ory(X) are invertible. Also as-
sume that f has finite Fisher information for location, E¢*(e) < oo, where
L=—f"/f. Let 0 be an asymptotically linear estimator of ¥ with influence func-
tion E(6¢CT)710¢, where ¢ = {#y(X) — o}(g) + 0~ 20e. Consider the weighted
response densily estimator (1.4) with bandwidth b satisfying nb® — oo for some
a > 17/2 and nb* — 0. Then, uniformly in y € R, the difference 4o (y) — q(y)
has the expansion
.

I3 [ = ro(X0) — a(o) + oty — <) — aly) ~ Swa)}

+{dly) + ¢ (e + o aly)e} TEGCCT) 070 (X)) — o} 0(e) + 0=
+o0,(n"1/?).

In particular, §,(y) is an efficient estimator of q(y), for every y € R. More-
over, the process n'/? (G, — q) converges in distribution in the space Co(R) to a
Gaussian process.
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The last statement holds in view of Lemma 3 where we show, in particular,
that the critical term A; x k;, (that involves g, which is only assumed to be of
bounded variation) converges in Cy(R).

Our proposed density estimator requires plugging in an efficient estimator
Y for ¥ in order to be efficient, or at least a n'/2-consistent estimator ¢ to
achieve the parametric rate of convergence. For the construction of an effi-
cient estimator for ¥ we refer to the discussion in Miiller (2009), Section 5,
where a “one-step improvement” approach involving a preliminary estimator
and an estimator of the influence function is sketched. The idea goes back
to Schick (1993) and Forrester et al. (2003) who consider regression models
with completely observed data. Since the construction can be quite involved,
a simple alternative estimator, with regard to practical applications, would be
the ordinary least squares estimator, i.e. the minimizer of the sum of observed
squared residuals Y7 | §;{Y; —ry(X;)}? with respect to ¥. The estimator solves
S 89 (Xi){Y; — re(X;)} = 0, and therefore has the asymptotic expansion

n29—v9) = n7Y? iE{(Shg(X)hg(X)T}‘lémg(XZ-){Y;» —ro(Xi)}.
i=1

This i.i.d. representation as a sum of square-integrable variables immediately
yields asymptotic normality and n'/2-consistency. If the errors happen to be
normally distributed, the ordinary least squares estimator can be shown to be
efficient: it satisfies the characterization of an efficient estimator ¢ for ¥ from
Miiller (2009), Lemma 5.1,

20 —9) = V2N BOCT) T [{r(X0) - o} Ue) + 055).

i=1

To see this, use the fact that for a normal error density f the score function
simplifies to £(¢) = —f(g)/f(e) = ¢/0?, and that { = {ry(X)—o}l(c)+0 %0 =
79(X)e/a? in this case.

5. Simulations and discussion

The proposed response density estimator ¢, (y) from equation (1.4) is effi-
cient and will therefore, in general, outperform its unweighted version ¢(y) and
the simple estimator N1 Y% | §;k,(y — Y;) given in equations (1.2) and (1.1).
This is supported by simulations reported in this section (see Tables 1 to 3).

Let us address some computational issues first. Remember that the response
density is a convolution of (unknown) densities, ¢(y) = f * g(y). Our estimator
(1.4) uses density estimators for f and g and can, in particular, also be written
in the simpler form (1.3),

R 1 - - I e- 1 . R

Guly) =~ > fuly—ry(X)} = - > N > aid; kp{y — r5(X) — &5}

i=1 i=1 J
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where &} (y) = kxk(y/b)/b is a convolution of two kernels. Since normal distri-
butions are closed under convolutions, i.e. every normal density can be expressed
as a convolution of normal densities, one can, for example, take the standard
normal density for k*, which is what we have done for our illustrations.

For the simulations we also chose the error density f to be standard normal.
This allows us, by the discussion at the end of the previous section, to use the
ordinary least squares estimator as an efficient plug-in estimator for ¢.

We focus on partially missing responses with 7(X) = P(§ =1|X) =1/(1+
e~X), where X is a one-dimensional covariate which we generated from a uni-
form distribution with support (—1,1). This means that 7(X) takes values
between 0.27 and 0.73, and that, on average, half of the responses are missing.

Table 1: Nonlinear regression: simulated mean squared errors

Estimator b=0.1 b=0.3 b=0.5 b=0.7 b=0.9 b=1.1
AMSE U || 0.00097 | 0.00062 0.00055 | 0.00077 0.00133 0.00223
W || 0.00086 | 0.00052 0.00046 | 0.00070 0.00127 0.00219

S || 0.00849 | 0.00262 0.00163 | 0.00151 | 0.00189 0.00287

y=—1 U || 0.00072 | 0.00046 | 0.00045 | 0.00070 0.00113 0.00164
W || 0.00061 | 0.00035 | 0.00035 0.00060 0.00106 0.00157

S || 0.00276 | 0.00091 0.00048 | 0.00038 | 0.00051 0.00080

y =0: U || 0.00175 | 0.00099 0.00063 | 0.00048 | 0.00051 0.00078
W || 0.00146 | 0.00074 0.00043 | 0.00033 | 0.00042 0.00071

S || 0.01049 | 0.00358 0.00234 0.00189 | 0.00178 | 0.00202

y=1 U || 0.00190 | 0.00117 | 0.00128 0.00237 0.00450 0.00755
W || 0.00190 | 0.00117 | 0.00128 0.00237 0.00451 0.00756

S || 0.01617 | 0.00454 | 0.00308 | 0.00366 0.00579 0.00866

y =2 U || 0.00100 | 0.00066 | 0.00053 | 0.00058 0.00091 0.00159
W || 0.00079 | 0.00047 | 0.00037 | 0.00047 0.00084 0.00156

S || 0.01500 | 0.00397 0.00170 0.00077 | 0.00056 | 0.00098

y=3: U || 0.00059 | 0.00047 | 0.00043 | 0.00047 0.00057 0.00070
W || 0.00046 | 0.00034 | 0.00031 | 0.00035 0.00048 0.00062

S || 0.00775 | 0.00296 0.00218 0.00201 0.00198 0.00194

y =4 U || 0.00018 | 0.00017 | 0.00022 0.00058 0.00063 0.00108
W || 0.00017 | 0.00016 | 0.00020 0.00047 0.00061 0.00105

S || 0.00194 | 0.00077 | 0.00069 | 0.00077 0.00136 0.00201

The figures are the simulated mean squared errors of estimators of ¢(y) at
y = —1,0,...,4 for different bandwidths b. The top panel shows the simu-
lated average mean squared error, which is computed for y-values on a grid
with grid size 0.05, ranging from —1.9 to 4.45. The regression function is
ry(x) = €Y% = ¢ je. ¥ = 1, the covariates are from the univariate uniform
distribution on (—1,1), and the sample size is n = 100. The estimators are
the unweighted version “U” of the proposed estimator, the proposed weighted
estimator “W”, and the simple estimator “S” from equation (1.1). Bold values
are the minimum mean squared errors for each estimator.

In Table 1 we consider an exponential regression function and compare the
simulated mean squared errors of the three estimators pointwise, and also the
respective average mean squared errors computed on a partitioning of the inter-
val [—1.9,4.45], which is chosen such that ¢(y) < 0.01 for y outside the interval.
Note that the average mean squared error is proportional to a Riemann sum,
or, more precisely, to an approximation of the mean integrated square error
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(“MISE”) E[[{d(y) — q(y)}* dy]. Both the weighted and the unweighted ver-
sions of our proposed estimator are clearly better than the simple estimator
which only uses those data located in a neighborhood of y.

The behavior of the estimator depends strongly on the behavior of the re-
gression function. So far we have only studied a regression function which has a
simple form, namely a univariate monotonic regression function. Here the pro-
posed approach works as anticipated. Let us now identify and discuss irregular
cases where the n'/? rate (and efficiency) cannot be obtained.

An extreme case is given if the regression function is constant, ry(X) = 9.
In this case the response density is just a shift of the error density, ¢(y
[ fly—9)M(dx) = f(y — ), and the density g of ry(X) = o is just the poin
mass in ¥, P{ry(X) = ¥} = 1. The proposed estimator §,,(y) with r;(X) =
is therefore just a (weighted) estimator of the shifted error density,

2l ®

S

~ 1 - - ~ % 3 ~ 1 = ~ * 1 A
qm(y):mz wﬂjkb(y—ﬂ—aj):Nzwj5jkb(y—z9—aj)
i=1 j=1 j=1
I e~ ..,
ZNijéjkb(y Y;)
=1

Note that this is a weighted version of the simple kernel density estimator from
equation (1.1). In particular, weighting has no effect here, i.e. ¢, (y) and G(y)
(and therefore all three estimators) are asymptotically equivalent. This is ex-
plained by the different rates of convergence: ¢, (y) and ¢(y) both converge
to ¢(y) at a rate slower than the parametric rate n'/?, whereas the difference
between ¢, (y) and §(y) is negligible since it has the order n=1/2,

A related case is given when the regression function is a step function, with
possible values ¥1,...,9,. Then the response density is a discrete mixture of
shifts of the error density, with weights P{ry(X) = ¥;}. The weights can be
estimated empirically, and the response density can be estimated by a mixture
of shifts of error density estimators. The rate is similar to that of the usual
nonparametric (kernel) estimators for the response density.

We now consider the situation where ry has no constant parts over intervals,
so that the response density is a continuous convolution of the error density. We
need square-integrability, i.e., since q(y) = E{g(y—¢)}, that g(y —e) has a finite
second moment, which is often violated.

Suppose first that the covariate is one-dimensional with density m and that
the derivative of the regression function is bounded away from zero, || > n > 0.
Applying the change of variable theorem to the density g of r5(X), the second
moment of the random variable g(y — ¢) is

2y —e = L m?{rst(y — 2 z)dz
B9 = [ et - e

1 -
< ?Eﬁﬂ{w Hy -9},

which is finite if Em?{ry'(y — )} < oo. This holds, for example, if the co-
variate density m is bounded. Then ¢, (y) has the expansion given in Theorem
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2 (for some n'/?-consistent 19), and G, (y) converges at the n'/? rate and is

asymptotically normal.

It is possible that ry is continuous but only piecewise invertible, with a
derivative that vanishes (or does not exist) at certain points. For example,
r9(z 4+ t) — r9(x) may behave approximately like ct® or c|t|* for small ¢ and
certain values of . Simple examples are ry(x) = |2|*/2, |z|, 22 and 2° at x = 0.
Again we can apply the change of variable theorem, now to the monotonic parts
of ry, and compute the density g of r9(X), which becomes a sum of densities.
The behavior of g(y — ¢) depends crucially on the points where 1}, is zero (or
does not exist), i.e. on the denominator [r}{r;"(y — 2)}]? in the change of vari-
able formula at those points. For example, for a quadratic regression function
rg(z) = 22 we have [ry{r;'(z)}]72 = 1/(4z), i.e. E{g*(y — )} cannot be finite
since lim._,q f: 1/xdx diverges. Due to the fact that lim._ f: 1/xP dz con-
verges for p < 1 and diverges for p > 1, we conclude that if ry(x + t) — ry(x)
behaves like ¢t® or c|t|* for one (or more) x then, if a > 2, the random variable
g(y — &) does not have a finite second moment. Therefore, ¢, (y) converges at
a slower rate than n'/2, depending on a. The slower rate for certain types of
regression functions follows as in Schick and Wefelmeyer (2009a), who derive
convergence rates for estimators of the density of | X;|* 4+ | X2|* with i.i.d. ob-
servations Xi,...,X,. See also Schick and Wefelmeyer (2009b), who consider
density estimators for sums of squared observations. They obtain asymptotic
normality (pointwise) with rate (logn/n)'/2, which is slightly slower than n'/2.

Table 2: Comparison of regression functions

Estimator n b=01] b=0.3 b=10.5 b=071]b=09 | b=1.1

(a) | U 50 22.412 14.029 | 11.140 12.269 17.592 26.328
100 9.730 7.219 6.748 9.527 15.695 25.145

500 1.796 1.683 2.894 6.716 13.725 23.443

W 50 20.875 12.549 9.880 11.238 16.792 25.722

100 8.325 5.916 5.628 8.639 14.998 | 24.629

500 1.297 1.222 2.479 6.398 13.474 | 23.262

S 50 163.618 | 45.057 | 23.911 18.929 | 21.576 | 28.921

100 85.412 25.702 14.969 | 14.350 18.701 27.260
500 20.281 8.485 7.041 9.689 15.892 24.974

M) | U 50 60.200 28.941 | 19.419 20.329 | 28.698 | 42.030
100 26.937 14.500 | 11.470 15.577 | 25.575 40.018

500 4.905 3.248 4.953 11.335 22.563 | 38.168

W 50 58.773 27.308 | 18.032 19.202 27.815 | 41.334

100 25.711 13.321 | 10.443 14.768 | 24.946 | 39.544

500 4.559 2.874 4.690 11.084 | 22.410 | 38.051

S 50 175.453 | 46.209 24.625 | 22.319 | 29.450 | 42.446

100 87.330 23.360 | 14.062 16.554 26.100 | 40.315
500 17.314 4.995 5.545 11.532 22.717 38.232

The figures are simulated average mean squared errors multiplied by 10,000,
in a set-up similar to Table 1. The regression function is linear in panel (a),
ry9(X) = 9X, and the average is computed on the interval [—3.1,3.1] (outside
which ¢ < 0.01). In panel (b) the regression function is quadratic, ry(X) = 9X?2,
and the interval on which the average is computed is [—2.5,3.2]. The grid-size
is 0.1 for n = 50 and n = 100, and 0.2 for n = 500. In all simulations ¥ = 1.
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delta*y

-1.0 -0.5 0.0 0.5 1.0

Figure 1: A typical data set with about 50% of the responses missing. The regression func-
tion is X + 0.3cos(27rX). The line is the fitted linear regression function ¥X, assuming
(erroneously) a linear relationship between Y and X.

To illustrate this, in Table 2 (a) we consider a linear regression function,
where the response density can be estimated at the parametric rate, and in
panel (b) a quadratic regression function, where we expect a slower rate of
convergence. That our estimator in (b) converges at a slower rate than our esti-
mator in (a) is indeed supported by the simulations. Consider, for example, the
minimum mean squared errors of our weighted estimator in (a) and (b) when
we increase the sample size by the factor 10: for n = 50 the minimum average
mean squared error in (a) is about 8.1 times as large as for n = 500. The im-
provement is less striking in (b): for n = 50 the minimum average mean squared
error is about 6.3 times as large as for n = 500. Another consequence of the
slow rate of convergence of ¢, (y) and §(y) in (b) is that the two estimators are
asymptotically equivalent, as explained earlier. The figures for G, (y) and ¢(y)
in Table 2 (b) are indeed similar. However, even for n = 500 the weighted esti-
mator still performs noticeably better than its unweighted version. It therefore
seems reasonable to always work with weights.

In order to study the performance of our estimator when the regression
function is not correctly specified, which is typically the case in applications
when we assume a model, we consider in Table 3 a sinusoidal regression function
with a linear trend (see Figure 1), but fit a linear regression line into the data.
Perhaps surprisingly, even though our estimator is biased the mean squared
errors in Table 3 are very similar to those given in Table 2 (a) where we consider
a correctly specified linear regression function. In particular, our estimator again
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outperforms the simple estimator, even though that estimator is robust since it
uses only the responses Y. This behavior is explained by the fact that in our
illustration the mean squared error is dominated by the variance, whereas the
bias is very small. Since we are interested in estimating the integral ¢(y) =
[ f{y—ro(z)} M(dz), and not the regression function ry itself, we expect that
our estimator will, in general, work well in the finite sample situation, even if the
regression function is not carefully specified — a simple linear regression model
will often suffice.

Table 3: Misspecified regression function

Estimator n b=0.1 | b=0.3 b=0.5 b=07 | b=09 | b=1.1
U 50 22.089 14.374 | 11.017 12.195 16.995 25.202
100 9.473 7.063 6.834 9.261 15.306 24.066
W 50 20.562 12.847 9.782 11.161 16.207 24.605
100 8.095 5.775 5.697 8.372 14.590 23.524
S 50 165.832 45.018 24.258 | 18.939 | 21.376 27.903
100 84.187 25.000 15.407 | 13.852 18.455 26.220

The figures are simulated average mean squared errors multiplied by 10,000 in
a setting related to Table 2(a): again we are fitting a linear regression function
ry9(X) = ¥X into the data. However, and in contrast to Table 2(a) where the
regression function is correctly specified, the data are generated from a nonlinear
regression model, ry(X) = X + 0.3 cos(27X), in order to study an example of a
misspecified regression function. See Figure 1 for an illustration.

To conclude, let us discuss the impact of the regression function on the
behavior of the density estimator in the multivariate covariate case. Here similar
but more complex results hold. The density g of the regression function rg(X),
with covariate vector X = (Xi,..., X)), is obtained by applying the change
of variable formula as follows: first introduce h(z) = {ry(z),z2,...,2,} =
(u1,ug, ..., up). If his one-to-one (and therefore invertible) with non-vanishing
Jacobian, i.e. |det Oh(x)/0x| # 0, then the density of h(X), fr(x)(u), at u =

(u1,...,up) is
) = [ et 2 1,

Due to the simple form of h, invertibility just means that u; = ry(x) can be
solved with respect to 1. In particular, the Jacobian is simply Org(z)/(0z1).
The assumptions for change of variable are therefore met if one of the partial
derivatives never vanishes, say if dry(x)/(0x1) # 0, and if uy = ry(x) can be
solved with respect to .

The density g of 7y9(X) is the marginal density

g(u) Z/‘detahéiu(u) m{h™ (u)} d(uz, . .., up).

As in the univariate case it is clear that g(y — €) has a finite second moment if
the marginal density of X; is bounded. Now suppose that h is not invertible on
the support of X, but there is a partition {41, ..., A, } of the support where h
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is invertible on each of the A;. Then, if on each of the A;’s the Jacobian does

not vanish,
i oh (u)
— J —1
fugxy () = D | det =2 m{n; ! (w)

J=1

where h; ' is the inverse of h on A;. The density of ry(X) is computed, analo-
gously to the above, as a marginal density. As in the univariate case, one has
to investigate the points where the partial derivatives vanish. Whether g(y — ¢)
has a finite second moment or not will again depend on the curvature at those
points.

A multivariate case where the assumptions for our main result are in general
satisfied is when the regression function has a linear part, r9(X) = 91 X1 +
T9y,...9p (Xa,...,Xp), which includes linear regression as a special case. Let us
assume that the linear part of the regression function is not constant, that is,
one parameter is non-zero, say 1 # 0. The density of the vector {1 X7 +
Tog,..0,( X2,y Xp), Xo, oo, Xp} at (ug,uz, ... up) is

Uy — Ty, 9, (U2, oy Up)
|J]-m{ 2 19‘71 ’ ’p,uQ,...,up}

where |J| = 1/]9;] is the Jacobian. Hence the density of ¥ X is the marginal
density,

1 U — T9y,.0, (U2, .., Up)
g(u)_/wm{ 2 19’)1 P U2,y b d(ug, . up).

The assumptions for our result hold if g(y — ¢) has a finite second moment,
which is satisfied if, for example, the density of X; is bounded.

This discussion shows that before implementing the density estimator one
should check carefully whether g(y — ¢) has a finite second moment. If the
regression function does not have a linear (non-constant) part this requires,
as a first step, that we check whether the Jacobian vanishes at certain point.
If g(y — e) does, in fact, have a finite second moment, the weighted density
estimator is efficient for ¢(y). If the assumption is violated, our estimator will,
in general, still converge, but at a rate slower than n'/2. In that case it is
sufficient to work with the unweighted version.

6. Proofs

Proof of Lemma 1

For the proofs of the lemmas we will repeatedly use the next inequality: if h is
absolutely continuous with a square-integrable a.e. derivative h’, then

IA(- =) = h(- = s)ll2 < [|W']l2]t — 5|, 5,8, € R. (6.1)
For the proof of (2.2) we introduce the notation

v

) = 3Dk — e +ral(X)T (0 - 9))
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and show L
1f = Fll2 = 0p(n™"72), (6:2)
1f = F = f0" (=)l = 0p(n~"/2). (6.3)
Using (6.1) with h = k, we can bound the left-handside of (6.2) by ||k |[2D,
with D the left-hand side of (2.1). Since ||kj||2 = O(b~3/2) and D = O,(n™1),

the desired (6.2) follows.
The proof of (6.3) uses a Taylor expansion. For this we introduce the averages

1 & .
Bi(z) = > k(2 —g)ra(X;), z€R,
j=1
1 & . .
By(2) = 5 D05k (2 = £5)ia (X;)io(X)T, 2 €R,
j=1

and the conditional expectations Bi(z) = E{Bi(z)|d1,...,6,} and Bs(z) =
E{B3(2)|01,...,0n}. The first expectation B;(z) calculates to

+ 205 [ Ky~ @ BRI = 1) = 1N > 0 < (e

Analogously one obtains By = 1(N > 0)f * k/ (2) E{ry(X)79(X) |0 = 1}. The
remainder R = f — f — B (9 —9) —1/2 (0 — )T By() — 9) of the expansion is
bounded by

1, . . o
1Rll2 < 11kl 2 5 D 510 (X)) (0 = 0)|* = 0, (67720 ?).
j=1

Here we used that [|75(X)|| has a finite third moment and that ||k"||2 is finite.
The desired rate o,(n~'/?) follows from nb® — oo for some o > 7/2. We also
have

/NE(||B2(Z) — Bo(2)|*[01, - -+, 6n) dz
1 O . :
< [ 5 LB — =) Pl ()70 (X)) ds
j=1
1O : : -
< 1K1 Y8 E{lio(X;)ia (X)) TP} = 0p(677).
j=1
This shows that [|(9 — )T (By — Ba)(¥ — )|l = Op(b~5/2n73/2) = 0,(n~1/2)
and thus || f — f — B] () —9)||2 = 0,(n~'/2). Analogous arguments yield ||(B; —
B)T(0 —9)|la = Op(b~3/2n71) = 0,(n~'/2). Now use this, f*kj = f' % ky and

P(N =0) = (1—E§)"™ = 0 to obtain || B] (I —9) = f 0T (0 —0)||2 = 0,(n"/?).
This together with the above rates yields the desired result (6.3).
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Statement (2.3) is quickly proved since it is just a consequence of

/NE[{f(z) — fo(2) Y201, ..., 0n] dz < /kg * f(2)dz=0(b™1).

Equation (2.4) finally follows from a standard argument, using the fact that f’
is Lipschitz and Condition K (cf. end of proof of Lemma 4 where we treat f

ky). O

Proof of Lemma 2

Equations (2.5), (2.7) and (2.8) can be established analogously to the proofs of
equations (2.2)—(2.4) in the previous lemma. For the proof we introduce

9:) = >kl = ra(X) = Fal(X,)T (0= )},

and show
1§ = gl = 0p(n="/2),
1§ —g+T] (@ =)l = 0p(n~"/?). (6.4)

which immediately yields (2.5). For the proof of (6.4), for example, the roles of
B; and B; are now played by I'y and I'y where

Pi() = 5 37 ke = ra ()} (X,).

Similarly, I'; is the Hessian matrix and 'y its expectation. Then one verifies
1§ =g +T{ (0 =9) = (0 = 9) LoV = D)2 = Op(b~7/*n"?/?) and

/ nE(|Ta(z) - Da(2)|) dz
< [ Bl = a0 P00 (6) TP dz = 0,07°),

and obtains (6.4) as in the proof of (6.3). Equations (2.7) and (2.8) can be
shown analogously to the proofs of the corresponding statements in Lemma 1.
In contrast to that proof where we used the Lipschitz assumption on f’ we now
utilize the fact that g is bounded and L;-Lipschitz, ||g(- —t) — g||1 = L|t| for
some L and all ¢ € R. This holds since g is of bounded variation; see e.g. Schick
and Wefelmeyer (2007a). Also use that g, = g * k; and Condition K.

It remains to verify (2.6). For this we write

Fy(z) = / k(2 — »)h(n)g(y)dy = b / (hg) (= — bu)k'(u) du
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with h(y) = E[f9(X)|rs(X) = y). Then, with I'y; and h; denoting the i-th
component of I'; and h, respectively, we obtain

b2/|1"11 )2 dz-// ig(z — bu)k' (u) du}? dz
< [ [thigte — w2 @l du [ )] dud:
= W [ s

< ¥ Bllgloc / B2 (2)g(2) dz < oo.

This shows that ||T';||2 = O(b~1), which completes the proof. O

Proof of Lemma 3

By Condition G the densitiy ¢ is of bounded variation. Due to this assumption
g can be written as the difference of two bounded monotonic functions. Hence
it may be assumed without loss of generality to be of the form

g(t)Z/ bdu, teR,
(~oo.t]

for some finite measure w1 and some ¢ € Li(pn). Hence we can write ¢(y) =

Fxgly) as Fxdg(y) = [ Fly (t) dp(t).
Consider A;(z ) N~ ZZ 1 5 {g(z —¢&;) —Eg(z —¢;)} and set

Q(z) = N~1/? Z 6i{1(e; < 2) — P(e < 2)},

w(8) = sup sup [Q(= + 1) — Q=)

z€R [t|<6

Then we can write
N2 () = [ Q- oty duly), =€ B,
NV A k() = [ @iz~ 9)ow) duly). = € R

Thus
N2 Ay 5 by — Ay oo < 11Q 5 ks — Ql\ooflsbldu — 0,(1),

which holds since

1Q # ks — Qllow < w(VB) + 2 Q1o /| @l =0,

using known properties of empirical processes and N/n — E§ > 0. This proves
| A1 % kp — Ao = 0p(n=1/2).
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As a uniformly continuous density, & belongs to Cy(R), and so does A; * ky.
We shall now establish tightness of N'/2A; x ky. In view of the characterization
of compact subsets in Cyp(R) given in Schick and Wefelmeyer (2004c), we need
to show stochastic equicontinuity and stochastic uniformly small tails. We have

sup sup N'/2[ Ay ky(z + 1) — Ay * ky(2)] < w(0) / o] dp,
2€R [t|<5

and sup|, >3 N'/2|A; x ky(2)] is bounded by

sup / / Q= — y — bu)||b(u) |6(w)] ds(y) du

|z|>3M

< sup /MM /ySM|@<z—y—bu>||¢<y>|du<y>|k<u>|du

|z|>3M

cl@lke{ [ towlan) [l dus [loan [ k)i
< sup Q)| [ [o]d

|z|>M

+||Q”OO{/U>M |¢|du+/|¢| du/lbu|>M|k(u)|du}.

By known properties of the empirical distribution function and by our assump-
tions on g and k, the last term can be chosen arbitrarily small if M is suffiently
large.

The statements corresponding to As can be proved similarly. Note that f
satisfies stronger assumptions than g, in particular it is uniformly continuous
with integrable derivative f’. We refer to Schick and Wefelmeyer (2005, Section
2) who prove for such functions f that || Az * ky — As||ec = 0,(n'/2) and that
As converges in distribution in Cp(R) to a Gaussian process, for any kernel &
and any bandwidth b — 0. O

Proof of Lemma 4

We verify equation (3.4) first. We do this in two steps by proving [ 22{f(2) —
f(2)}?dz = 0p(1) and [ 22{f(z) — f(2)}*dz = 0p(1). The second statement
follows immediately from

/ZQNE[{f(z) RN 6] ds < /z2kg v f(2)dz = O,

our assumptions on the bandwidth, and

/ 2{folz) - f(2)}2 dz - 0.

For the proof of the first statement we use the inequalities

{kp(z —t) — kp(z — 8)}2 < (t — 5)2/0 {kp(z — s — At — s)}2d\
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and |u + v| < (14 |u])(1 + |v]) which imply that

/22{k:b(z—t)—kb(z—s)}2 dz < (15—5)2(1—0—|$|)2(1—|-|t—s|)2/(1—|—|u|)2{k{7(u)}2 du.

The last integral is bounded by b=3(1 4+ b)?([(1 + |u|)?{k’(u)}?*(u) du and has
the order O(b=?3) since we assume that [u?{k’(u)}?du is finite. Now consider

lf 22{f — f(2)}?dz]"/%. Using the above arguments we obtain the bound

YN . Y
<O(b 3/2)N25j|€j—5j|(1+|€j|)(1+|€j—fj|) = op(b™**n 1),
j=1

2lhz— &) — ku(z — )2 dz]

2 |

This yields the desired order o,(1) since we require nb*> — co. We also used
that maxi<j<p 0;|€; — €] = 0p(1). This completes the proof of (3.4).

We now prove (3.3). The weights satisfy by construction @;(1+ Ad;&;) = 1.
Multiplying both sides with 1 — A§;€; gives the identity

Wy =1—Njéj + (N3jé5)b;.
Thus we have
fu) = F(2) + Xp(2) = Mub(2) = 2f(2)} + AVi(2) + AVa(2) (6.5)

with

1 o ) . I~ o .
Vl(z) = N Z(SJ(Z — aj)kb(z — Ej), ‘/2(2:) = N Zdja?wjkb(z — E‘j).
j=1

j=1
The first term on the right-hand side of (6.5) has the desired order o,(n~'/2)

by equation (3.4) proved above and since A = O,(n~'/2) by (3.1). For the third
term we have

Vall2 < 5= 25 ekl = Op(07),

which holds in view of ||kl = O(b™1), maxi<j<, d;|é; — gj| = o0,(1) and
max, <j<n [th; — 1| = 0,(1). This rate suffices since A2 = O, (n~").

Now consider the second term on the right-hand side of 6.5) involving V4.
We can rewrite V; so that it contains a factor b,

I~ .
z) = bﬁjgléjkb(z —&j)

where k(z) = xk(x). Using inequality (6.1) yields

n

Z b(z — &) — k(- — )2 = O(b~/%)— Zém ) —ro(X;)]

2 =

_ Op(nfl/Qb 3/2)'
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This holds since [(k'(z))?dz can be bounded by 2 [[k*(z) + 2?{k'(z)}?] dx
which is assumed to be finite. As in the proof of Lemma 1 we obtain

/NE[{%Z%’;%(Z —&j) — [rhy(2)}] dz < /155 « f(z)dz = O(b™Y).

This requires [ 2?k?(x) dz to be finite, which is satisfied since we use a second
order kernel. The above and

f () = / {f(z = bu) — £(2) - F(2)bu}uk(u) du
_b/o /{f (z — sbu) — f'(2)} dsuk(u) du

gives
1
w k|2 < v? | w2k(u)du "(z — sbu) — f(2)V? dz u*k(u) du ds
I <Rl < [utkyau [ [ sb) - /@) dzuhiw)
1
< Lb3/u2k(u) du/ / |f'(z — sbu) — f'(2)| dz u*k(u) du ds
0

which is of order o(b*). Now note that V; contains an additional factor b which
we also have to take into account. This shows that ||Vi][2 = O,(n="/2b71/2) +
0(b°/?) which is 0, (1) as desired. O
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