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The second statement of Lemma 2 in the published article is wrong. Consequently, the
statements about the limiting distributions of the test statistics in Theorems 1, 2 and 3 are
also incorrect.

The claim that the term

R2(t) =
1

n

n∑
j=1

Wj

[
F{t+ r̂(Xj)− r(Xj)} − F (t)

]
, t ∈ R,

of the approximation of the test statistic is of order oP (n−1/2) and therefore asymptotically
negligible is false: Professor Heng Lian has pointed out that the decomposition of R2 in
the proof of Lemma 2 does not lead to the desired rate oP (n−1/2). (The first term in the
formula before equation (5.11) is not correctly centred.) Instead, we expect that R2(t) can
be approximated by an extra term as follows. Let ∆(x) = r̂(x) − r(x). Imposing more
smoothness on f (a Hölder condition with exponent ξ), one obtains

sup
t∈R

∣∣∣ 1
n

n∑
j=1

Wj

[
F{t+ ∆(Xj)} − F (t)− f(t)∆(Xj)

]∣∣∣ ≤ C
1

n

n∑
j=1

|Wj||∆(Xj)|1+ξ,

where C is some constant. For large enough ξ (tied to the convergence rate of ∆), the
right-hand side will be of order oP (n−1/2). The new term n−1

∑n
j=1Wjf(t)∆(Xj) can be

dealt with along the lines of Müller, Schick and Wefelmeyer (2009), who derive a uniform
expansion for the unweighted residual-based empirical distribution function, i.e. for the case
Wj = 1. We expect

1

n

n∑
j=1

Wj∆(Xj) =
1

n

n∑
j=1

Wjεj + oP (n−1/2),

so the correct expansion should be

(1) sup
t∈R

∣∣∣ 1
n

n∑
j=1

Wj{1(ε̂j ≤ t)− 1(ε ≤ t)− f(t)εj}
∣∣∣ = oP (n−1/2).
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This result holds if the Wj (i.e. ω(Xj)) have finite seconds moments; the Hölder exponent
ξ should, as in Müller et al. (2009), be greater than m/(2s − m). It immediately gives

expansion (1) with Ŵj in place of Wj and, after some calculations,

(2) sup
t∈R

∣∣∣ 1
n

n∑
j=1

Ŵj1(ε̂j ≤ t)− 1

n

n∑
j=1

Wj{1(εj ≤ t) + f(t)εj}
∣∣∣ = oP (n−1/2).

The extra term involving the error density f will affect the limiting distribution, i.e. the
test is not asymptotically distribution free, contrary to what is claimed in the article. More
precisely, expansion (2) implies that the weighted residual-based empirical process converges
under the null hypothesis weakly in D[−∞,∞] to a centred Gaussian process G with covari-
ance function

F (s ∧ t)− F (s)F (t) + f(s)c(t) + f(t)c(s) + f(s)f(t)σ2
0

with c(t) = E{ε1(ε ≤ t)}. This yields for the test statistic

Tn = sup
t∈R
|n−1/2Ŵj1(ε̂j ≤ t)| D→ sup

t∈R
|G(t)|.

The limit on the right-hand side should replace the limiting distribution involving the stan-
dard Brownian bridge in Theorem 1, and also in Theorem 2, which is a version of Theorem 1
with estimated weights. Note that additionally to the assumptions in Theorem 1 the above
Hölder condition ξ > m/(2s−m) must be satisfied.

Since the limiting distribution is not a standard distribution, quantiles are not readily
available. We therefore recommend bootstrap to generate critical values. The same argu-
ments apply to the complete case statistic in the missing data model. It has the same limiting
distribution as the statistic for complete data given above since in both models the weights
are standardised. Here also the smoothness condition on f must be satisfied.
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